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Abstract-  
One Major problem in today’s Online Social Networks (OSNs) is to give the ability to control the messages by 

all users in their own private space. It is to control the unwanted content to be displayed further. Till now the 

support given by OSN is little. To overcome that, the system allowing OSN users to have a direct control on the 

messages posted on their own private space. The aim of the present work is therefore to propose and 

experimentally evaluate an automated system, called Filtered Wall (FW), able to filter unwanted messages from 

OSN user walls. We exploit ContentBasedMessageFiltering (CBMF) techniques to automatically assign with 

each short text message a set of categories based on its content. 

Index Terms- Online social network, Filtered wall, Content Based Message Filtering. 

 

I. INTRODUCTION: 
 Social networks are the hottest online trends 

of the last few years to meet people and share 

information with them. Users of these online 

networking sites from a social network, which 

provides a powerful means for organizing and finding 

useful information and texts. However no content 

based preferences are supported and therefore it is 

not possible to prevent unwanted messages/texts, 

such as political ones or vulgar ones, thus no matter 

of the user who posts them. 

 To provide this work is not only a matter of 

previously defined web content mining techniques 

for a different application, rather than it requires 

design adhoc classification strategies. This is because 

of the wall messages which are constituted by short 

text for which traditional classification methods have 

serious limitations since short texts do not provide 

sufficient word occurrences. Providing this service is 

not only a matter of using previously defined web 

content mining techniques for a different application, 

rather it requires to design adhoc classification 

strategies. The major efforts in building a robust short 

text classifier (STC) are concentrated in the 

extraction and selection of a set of characterizing and 

discriminate features. The Mining is used here to 

mine the unwanted content (data) which can be 

stored in database. Even it will filter the collaborative 

unwanted contents. 

The original set of features, derived from 

endogenous properties of short texts, is enlarged here  

 

including extraordinary knowledge related to the 

context from where the messages originate. As per  

the learning model is concerned, we declared in the 

current paper the use of neural learning which is 

today recognized as one of the most efficient 

solutions in text classification.Morever, the speed in 

performing the learning phase creates the premise for 

an adequate use in OSN domains, as well as facilities 

the experimental evaluation tasks. We are 

implementing the neural model with a hierarchical 

two level of classification strategy. In the first level, 

categorization of short messages as Neutral and 

Nonneutral will be done by RBFN. In the second 

stage, Nonneutral messages are classified producing 

gradual estimates of appropriateness to each of the 

considered category.  

A filtering system used in this paper consists 

of several tools that help people find the most 

valuable information like texts/post, so with the 

limited time you can dedicate to who  read or listen 

or view, that is correctly directed in the most 

interesting and vital documents, aside from the most 

inconsequential. These filters are very necessary in 

the results obtained of the search engines on the 

Internet. The functions of filtering improve everyday 

to get downloading web documents and more 

efficient messages. 
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A.  Contribution 

Our contribution in this paper is therefore to 

propose and experimentally evaluate an automated 

system, called Filtered Wall (FW), able to filter 

unwanted messages from OSN user walls. We 

implemented Machine Learning (ML) text 

categorization techniques to automatically assign 

with each short text message and long text with a set 

of categories based on its content or type. The major 

efforts in building a robust short text classifier (STC) 

are concentrated in the extraction and selection of a 

set of characterizing and discriminate features. The 

solutions that are investigated in this paper are an 

extension of those adopted in a previous work by us 

from whom we inherit the learning model and the 

elicitation procedure for generating preclassified 

data. 

 

A. Paper Contribution 

The original set of features, derived from 

endogenous properties of short messages or texts, is 

enlarged here which includes exogenous knowledge 

related to the context from which the messages 

originate. In the case of the learning model, we 

confirm in the current paper the use of neural 

learning which is today recognized as one of the most 

efficient solutions in text classification. In particular, 

we based on the overall short text classification 

strategy on Radial Basis Function Networks (RBFN) 

for their proven capabilities in acting as soft 

classifiers, in messaging noisy data and intrinsically 

vague classes. 

 

II. SYSTEM DESCRIPTION 
System model includes the overall process 

that is going to process in user’s private space which 

uses content based message filtering to filter 

unwanted messages. First it includes registration, 

message, login and security. Registration module 

allows the new user to enter the user details and to 

create new account by registering their appropriate 

User Id’s and password. The aim of the present work 

is to propose and experimentally evaluate an 

automated system. The Friends module allows the 

facebook users to search for new friends and to give 

friend request to the liked friends or the users in the 

face book. It also displays the friend list of the users. 

The message module mainly deals with the messages 

i.e. the user is able to send message to his friends or 

group members and also the user can chat with his 

friends. If a user or third parties try to post a wrong 

message, the messages will not be sent to the friend 

and it is put into a blacklist. This message filtering is 

done by filter wall and by using short text classifier 

in messages. 

III. CONTENT BASED MESSAGE 

FILTERING: 
The main goal of information filtering 

system is to filter unwanted content from input data 

before its presentation to the end user. It take into 

account that the user profile will compares it with 

referred characteristics or properties. It is a type of 

information filtering system that predicts the 

preference that user might give an item or to the 

social element. It takes into account user interest and 

recommends an item. Recommender systems works 

in one of two ways Content based filtering and 

Collaborative filtering. To do this the user's profile is 

compared to some reference characteristics. These 

characteristics may start from the information item 

(the content-based approach) or the user's social 

environment (the collaborative filtering approach). 

 The extraction of an appropriate set of 

features by which representing the text of a given 

document is a crucial task strongly affecting the 

performance of the overall classification strategy. 

Text representation using endogenous knowledge has 

a good general applicability; however, in the 

operational settings, it is important to use also the 

exogenous knowledge that is any source of 

information outside the message body but directly or 

indirectly related to the message itself. A filtering 

system of this style consists of several tools that help 

people find the most valuable documents or 

information, so the limited time you can dedicate to 

read / listen / view, is correctly directional in the most 

interesting and valuable documents, aside from the 

most inconsequential. Traditional collaborative 

filtering can operate in two directions: user-based 

filtering or item-based filtering. The User-based 

approaches look for the users who shares the same 

rating patterns with the active user (the user whom 

the prediction is for) and then uses the ratings from 

like-minded users to calculate a prediction for the 

active user. Item based is based on the users 

text/content or posts. If its content is vulgar or 

political issues it will be deleted. 

 

A. Content –Based Filtering with Blacklist: 

Currently the problem is not only to find a 

way to filter the information, but the way of these 

systems requires learning independently the 

information needs of users. Not only but also have 

they automated the process of filtering but also the 

construction and adaptation of the filter. The 

branches are based on statistics, machine learning, 

and data mining, are the basics for developing 

information filters which will appear and adapt to 

experience. In order to allow the learning process the 

part of the information has to be pre-filtered, that is it 

means there are positive and negative examples 
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which we named as the training data, that can be 

generated by experts or by feedback through the 

ordinary users. 

Information filtering is a system that 

removes redundant or unwanted information from an 

information stream using (semi) automated or 

computerized methods prior to presentation to a 

human user. It’s main goal is the management of the 

information overload and increment of the semantic 

signal-to-noise ratio. These characteristics of the 

technique may originate from the information 

filtering technique(the content-based approach) or the 

user’s social environment(the collaborative filtering 

approach). 

 

IV.ADMIN 

 The Admin provided with separate user Id’s 

and passwords. Only the Valid Administration are 

allowed to access the system based on Access Profile 

attributes that have been made for the only purpose of 

defeating the filtering system. Automatically user 

will get a notification from mail. When the user hides 

their friends list, they are automatically hidden in 

their disseminator mutual friends list too, which will 

lead for secure multiparty access control mechanism. 

We now formally describe the overall classified 

strategy. Let be the set of each classes to be which 

each message can belong to. However, our work has 

relationships in both with the state of art in which the 

content based filtering, as well as with the policy 

based personalisation for online social network and in 

its web contents. Information system are designed to 

classify a stream of dynamically generated 

information dispatched by an information producer 

and present to the user those information that are 

likely to satisfy his/her requirements. 

 

V.EVALUATION 
 In this section, we illustrate the performance 

evaluation that we have carried out the classification 

and filtering technique modules. We will start by 

describing the data. The analysis of related work has 

highlighted the lack of a publicly available 

benchmark for comparing different approaches to 

Content-based classification of Online Social 

Network texts/messages 

 

VI.CONCLUSIONS 
 In this paper, we presented a system to filter 

unwanted/undesired information or posts or texts 

from OSN walls. The early encouraging results have 

obtained on the classification procedure prompts us 

to continue with other work related that will aim to 

improve the quality of classifying text/messages. in 

future we enhance the system by creating instance 

randomly notifying a message that system should 

instead be blocked, or detecting modifications to 

relevance’s based on who will writes. As a 

consequence, the filtering rules should be able to 

allow users to state Constraints on message creators. 

Thus, the creators on which a filtering technique rule 

applies should be selected on the basis of 

several different criteria; one of the most 

relevant is by imposing conditions on user profile’s 

attributes. 
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